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Abstract 

The pervasive integration of algorithms within digital media has significantly 
transformed how information is curated, consumed, and disseminated, presenting 
critical ethical challenges. This paper investigates the role of algorithms in shaping 
ethical decision-making processes, with a primary focus on algorithmic bias, moral 
responsibility, and the need for comprehensive governance structures. The study 
evaluates algorithmic design's complexities and societal implications by employing 
ethical theories such as utilitarianism, deontology, and virtue ethics. Through case 
studies, including YouTube's recommendation system, facial recognition technologies, 
and Facebook's content moderation practices, the paper underscores how algorithms 
can reinforce biases, challenge user autonomy, and diffuse accountability across 
stakeholders—developers, platform operators, and end-users. These insights 
underscore the societal consequences of algorithmic biases, which can entrench 
discrimination, skew public discourse, and erode trust in digital platforms. The study 
further discusses the potential for ethical transformation by advancing transparency, 
accountability, and the development of fairness-oriented algorithms, emphasising the 
necessity for independent oversight mechanisms. This collaborative approach, 
involving developers, regulators, and civil society, is imperative to create an 
algorithmic ecosystem that aligns with democratic principles, respects individual rights, 
and fosters societal trust. Through these interventions, the paper advocates for an 
ethical digital media environment that prioritises equity, accountability, and 
transparency, with a shared commitment to upholding public trust. The findings 
underscore the importance of a multi-stakeholder approach to digital media 
governance, wherein each participant is integral to creating a fair and responsible 
digital ecosystem that respects and actively promotes ethical engagement. 
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Introduction 

The proliferation of digital media has fundamentally transformed the landscape of 
global communication, reshaping how information is disseminated, consumed, and 
interpreted. Central to this transformation is the advent of sophisticated algorithmic 
systems that curate content tailored to individual users, thereby enhancing 
engagement and personalising user experiences. However, these systems offer 
substantial benefits and raise profound ethical concerns, particularly regarding 
algorithmic bias and moral responsibility. Algorithms, often designed to maximise user 
engagement and platform profitability, can inadvertently perpetuate societal biases 
embedded within their training data. Reflecting historical and systemic prejudices, 
these biases can lead to discriminatory outcomes that significantly impact various 
aspects of life, including social interactions, access to services, and shaping public 
opinion (Christodoulou & Iordanou, 2021). 

The opaque nature of these processes further compounds the ethical challenges 
posed by algorithmic decision-making. Algorithms operate within "black boxes," where 
their design's complexity and proprietary nature obscure their decision-making 
mechanisms from public scrutiny. This lack of transparency complicates efforts to hold 
algorithms accountable, as the locus of responsibility is often diffused across multiple 
stakeholders, including developers, platform operators, and the algorithms themselves 
(Coeckelbergh, 2019). As Coeckelbergh (2019) discusses, the difficulties in attributing 
responsibility undermine trust in digital platforms and raise fundamental questions 
about the ethical implications of delegating significant decision-making power to non-
human agents. Moreover, the digital age has introduced a paradigm where algorithms 
are not merely tools but active participants in shaping societal norms and values. 
Social chatbots and other AI-driven entities have become significant actors within the 
digital ecosystem, necessitating a reevaluation of traditional notions of agency and 
accountability (suárez-Gonzalo, 2019). This shift requires a more profound 
philosophical inquiry into the nature of moral responsibility in a world where human 
and algorithmic actions are increasingly intertwined. 

The ethical implications of algorithmic bias extend beyond individual users to broader 
societal structures. For instance, in journalism, AI-driven tools have raised concerns 
about the integrity and objectivity of news production. Helberger et al. (2022) 
emphasise the importance of developing normative frameworks that guide the ethical 
use of AI in journalism, ensuring that these technologies serve the public interest 
rather than corporate agendas. This perspective is critical in understanding the 
potential of AI to shape public discourse and influence democratic processes. The 
ethical challenges associated with algorithmic decision-making are not confined to 
developed nations but are pertinent in various political contexts, including competitive 
authoritarian regimes. Jamil (2021) explores how automated journalism impacts media 
freedom in such environments, highlighting the legal and ethical dilemmas that arise 
from the intersection of technology and political power. This global perspective 
underscores the need for a comprehensive ethical discourse considering the diverse 
cultural and political landscapes in which these technologies operate. 

Given these complexities, this research aims to critically examine how digital media 
algorithms influence ethical decision-making and moral judgments. It seeks to address 
the following key questions:  

1. How do digital media algorithms influence ethical decision-making and moral 
judgments?  

2. What are the nature and extent of algorithmic biases in digital media platforms?  
3. How can philosophical theories of ethics inform our understanding of moral 

responsibility in the context of algorithmic decision-making?  
4. What are the broader implications of algorithmic bias on collective ethical norms 

and societal values? 
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By addressing these questions, this paper aims to comprehensively analyse the 
ethical implications of digital media algorithms and offer practical recommendations for 
enhancing transparency, accountability, and fairness in algorithmic decision-making. 

 

Ethical Theories Relevant to Digital Media 

A theoretical framework is essential to effectively address the ethical challenges of 
algorithmic decision-making in digital media. This section explores the applicability of 
utilitarianism, deontology, virtue ethics, and transparency and accountability to provide 
a comprehensive foundation for analysing algorithmic biases and moral responsibility.  

Utilitarianism is a consequentialist ethical theory that posits that the morality of an 
action is determined by its capacity to produce the greatest good for the most 
significant number (Mill, 1863). In digital media, algorithms are often designed with 
utilitarian principles to maximise user engagement and satisfaction. For instance, 
recommendation algorithms on platforms like YouTube and Netflix use data-driven 
insights to suggest content that aligns with user preferences, ostensibly enhancing 
user experience and overall satisfaction (Floridi, 2018). However, the utilitarian 
approach to algorithm design can lead to ethical dilemmas when the pursuit of 
engagement conflicts with broader societal interests. Research has shown that 
algorithms optimised for engagement can inadvertently promote divisive or sensational 
content, thus reinforcing echo chambers and polarisation (Pariser, 2011). This raises 
concerns about the utilitarian calculus employed by these systems. While individual 
users may experience increased satisfaction, the societal impact can be detrimental, 
such as eroding a shared factual basis for public discourse. Floridi et al. (2018) argue 
that utilitarian principles must be re-evaluated in the digital age to account for 
algorithmic decisions' long-term and collective consequences rather than focusing 
solely on immediate user gratification. The challenge lies in recalibrating algorithms to 
balance individual preferences with the broader public good, thereby aligning utilitarian 
goals with ethical digital media practices. 

Deontology, rooted in the works of Immanuel Kant, emphasises the importance of 
moral duties and principles regardless of the consequences (Kant, 1785). This ethical 
framework posits that actions are morally right if they adhere to established rules or 
duties, such as respect for individual rights and autonomy. In digital media, a 
deontological approach would advocate for algorithms that uphold fundamental ethical 
principles, including fairness, transparency, and respect for user privacy (Himma, 
2008). For example, deontological ethics would criticise algorithmic practices that 
violate user privacy or manipulate information without consent, as these actions 
disregard the moral duty to respect individuals as autonomous agents. Transparency, 
a cornerstone of deontological ethics, is particularly pertinent in digital media, where 
algorithms often operate opaquely, making it difficult for users to understand how their 
data is used or how decisions are made (Coeckelbergh, 2019). Coeckelbergh argues 
that transparency is not just a technical requirement but a moral duty that empowers 
users to make informed decisions and to hold platforms accountable. This aligns with 
the Kantian imperative to treat individuals as ends in themselves rather than merely as 
means to an end. Moreover, deontology challenges the permissibility of biased 
algorithms, as these systems inherently fail to treat all users with equal respect and 
fairness. An algorithm that disproportionately disadvantages certain groups based on 
race, gender, or other characteristics violates the deontological principle of 
universalizability, which holds that ethical rules should apply equally to all (Himma, 
2008). By prioritising adherence to moral principles over the pursuit of outcomes, 
deontology provides a critical framework for evaluating the ethical implications of 
algorithmic decision-making in digital media. 

Virtue ethics, a framework that emphasises individuals' character and moral virtues, 
offers a distinct perspective on ethical decision-making in digital media. From 
Aristotelian philosophy, virtue ethics focuses on cultivating moral character traits such 
as honesty, integrity, and responsibility (Aristotle, 350 B.C.E.). In algorithm design and 
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implementation, virtue ethics calls for developers and platform operators to embody 
virtues that promote the common good rather than merely prioritising profit or 
efficiency (Sison & Ferrero, 2015). From a virtue ethics standpoint, the ethicality of 
algorithmic decisions depends not only on the outcomes or adherence to rules but 
also on the intentions and moral character of those involved in developing and 
deploying these technologies. Developers prioritising virtues such as fairness and 
empathy are more likely to design algorithms that account for diverse user needs and 
mitigate potential harms (Sison & Ferrero, 2015). For example, a virtuous approach to 
algorithm design would involve actively seeking to understand and address the biases 
that may affect marginalised groups, demonstrating a commitment to justice and social 
responsibility. Virtue ethics also emphasises the importance of moral reflection and 
continuous improvement, encouraging developers to critically assess their work's 
ethical implications and strive for moral excellence in their professional conduct 
(MacIntyre, 1984). This perspective aligns with calls for more excellent ethical 
education and awareness among technology professionals and for establishing 
industry standards that reflect virtuous practices. By fostering a moral reflection and 
virtue culture, this approach can help counteract the potential for harm in algorithmic 
decision-making, contributing to a more just and equitable digital media environment. 

 

Role of Transparency and Accountability 

Transparency and accountability are essential to ethical algorithmic decision-making, 
particularly in digital media, where algorithms shape public perception and discourse. 
The concept of explainability, which involves making the decision-making processes of 
algorithms understandable to users, is a crucial aspect of transparency. Coeckelbergh 
(2019) posits that explainability is not only a technical feature but a moral imperative 
grounded in the epistemic condition for responsibility. According to this view, those 
affected by algorithmic decisions have a right to understand how and why those 
decisions are made, reflecting a relational approach to responsibility that emphasises 
the needs and rights of the "patients" of responsibility—the individuals and 
communities impacted by algorithmic actions. Explainability also serves as a 
mechanism for accountability, enabling users and regulators to scrutinise and 
challenge algorithmic decisions when necessary. This aligns with broader 
philosophical arguments that hold transparency as a fundamental ethical requirement 
in democratic societies, where informed decision-making and accountability are critical 
(Floridi et al., 2018). By providing clear and accessible explanations of how algorithms 
operate, platforms can foster greater trust and facilitate more ethical interactions 
between users and digital systems. 

Transparency and explainability are widely recognised as essential for ethical 
algorithmic governance, but implementing these principles in practice presents 
significant challenges. The complexity of modern algorithms, especially those involving 
machine learning and artificial intelligence, often makes it challenging to provide 
meaningful explanations without oversimplifying the underlying processes (Burrell, 
2016). Additionally, proprietary concerns and the desire to protect intellectual property 
can limit the extent to which companies are willing to disclose the inner workings of 
their algorithms (Pasquale, 2015). 

Floridi et al. (2018) argue that transparency initiatives must balance providing sufficient 
information to satisfy ethical and regulatory demands while avoiding information 
overload that could confuse or overwhelm users. This requires the development of 
standardised explainability practices that are both technically feasible and ethically 
robust, accommodating the diverse needs of stakeholders involved in digital media. 
Collaborative efforts between developers, policymakers, and civil society organisations 
are essential to advancing these standards and ensuring that transparency is a 
genuine tool for accountability. 

Accountability in algorithmic decision-making extends beyond individual developers to 
encompass the broader ecosystem of stakeholders creating, deploying, and 
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overseeing these technologies. Martin (2019) proposes a distributed model of 
accountability that recognises the interconnected roles of developers, platform 
operators, policymakers, and users in shaping algorithmic outcomes. This approach 
emphasises the importance of collective responsibility, where each stakeholder group 
contributes to the ethical governance of algorithmic systems. For instance, developers 
are accountable for ensuring that algorithms are designed with ethical considerations, 
such as minimising biases and respecting user privacy. Platform operators are 
responsible for implementing these technologies to align with ethical standards and 
provide avenues for users to report concerns or seek redress. Policymakers, in turn, 
play a critical role in establishing regulatory frameworks that promote accountability 
and protect the public interest (Martin, 2019). By fostering a culture of shared 
responsibility, this distributed model of accountability can help address the complex 
ethical challenges associated with algorithmic decision-making in digital media. This 
theoretical framework provides a comprehensive foundation for understanding the 
ethical dimensions of algorithmic decision-making in digital media. By applying 
utilitarianism, deontology, and virtue ethics and emphasising the importance of 
transparency and accountability, this section sets the stage for critically analysing 
algorithmic biases and their impact on ethical decision-making. 

 

Algorithmic Bias in Digital Media 

Algorithmic bias in digital media is a critical issue that has garnered significant 
attention due to its profound implications on public perception, decision-making, and 
societal norms. As digital platforms increasingly rely on algorithms to curate content, 
personalise recommendations, and even moderate user interactions, the presence of 
biases within these algorithms can lead to unintended and often harmful outcomes. 
This section explores the nature and sources of algorithmic bias in digital media, 
examines its ethical implications through the lens of various moral theories, and 
discusses potential strategies for mitigation. Algorithmic bias refers to systematic and 
repeatable errors in a computer system that create unfair outcomes, such as 
privileging one group over another or perpetuating existing societal prejudices. In 
digital media, biases can arise from various sources, including biased training data, 
flawed design choices, and the operational goals of the algorithms themselves 
(Friedman & Nissenbaum, 1996). One of the primary sources of algorithmic bias is 
data bias, which occurs when the data used to train algorithms reflect historical and 
societal biases. For example, if a recommendation algorithm is trained on data that 
over-represents certain demographic groups while under-representing others, it will 
likely perpetuate those imbalances in its output. This can result in content that 
predominantly reflects the experiences and perspectives of majority groups while 
marginalising or misrepresenting minority voices (Noble, 2018). Data bias is 
particularly concerning in digital media, where algorithms prioritising engagement may 
surface content that aligns with popular but potentially biased views, reinforcing 
existing stereotypes and social divisions. 

Design bias is another significant contributor to algorithmic bias in digital media. This 
bias arises from developers' choices during an algorithm's design and implementation 
phases. For instance, if developers prioritise specific outcomes, such as maximising 
click-through rates or watch time, without adequately considering the ethical 
implications, the algorithm may favour sensationalist or emotionally charged over 
balanced or informative content (Tufekci, 2018). This can skew public perception, as 
users are repeatedly exposed to content prioritising engagement over accuracy or 
diversity. Operational goals and business models also play a crucial role in shaping 
algorithmic biases. Many digital platforms are driven by advertising revenue, which 
incentivises algorithms to maximise user engagement and time spent on the platform. 
This commercial imperative can lead to biases favouring content likely to keep users 
engaged, such as highly partisan or provocative material. While this approach aligns 
with business objectives, it often comes at the expense of informational integrity and 
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ethical considerations, as algorithms may amplify divisive or misleading content that 
attracts attention but distorts public discourse (Zuboff, 2019). 

Empirical evidence and case studies illustrate the pervasive impact of algorithmic bias 
in digital media. One notable example is the case of Google’s search engine, which 
has been criticised for reinforcing gender and racial stereotypes through biased search 
results. Research by Noble (2018) highlights how searches for terms related to Black 
women often return results that are derogatory or sexualised, reflecting broader 
societal biases encoded in the algorithm. Such biases not only misrepresent 
marginalised groups but also shape public perception in ways that perpetuate harmful 
stereotypes. Another case study involves social media platforms like Facebook, which 
have faced scrutiny for their role in spreading misinformation and extremist content. 
Algorithms designed to maximise engagement have been shown to amplify 
sensationalist and polarising content preferentially, contributing to spreading false 
information and radicalising users (Sunstein, 2018). This phenomenon was particularly 
evident during the 2016 U.S. presidential election and the COVID-19 pandemic, where 
misinformation spread rapidly on social media platforms, fueled by algorithms 
prioritising engagement over accuracy. The societal impacts of these biases are 
profound, as they can influence electoral outcomes, public health decisions, and the 
overall quality of public discourse. The ethical implications of algorithmic bias in digital 
media are multifaceted and can be critically analysed through various moral theories. 
From a utilitarian perspective, the negative externalities of algorithmic bias—such as 
the spread of misinformation, the reinforcement of stereotypes, and the 
marginalisation of minority voices—suggest a failure to achieve the greatest good for 
the most significant number. While algorithms may optimise individual engagement, 
the broader societal harms undermine collective well-being, challenging the ethical 
validity of these systems under a utilitarian framework (Floridi et al., 2018). 

Deontological ethics offers a different critique, focusing on violating duties such as 
fairness, transparency, and respect for autonomy. Biases in digital media algorithms 
often result in discriminatory outcomes that breach the deontological imperative to 
treat all individuals equally. The lack of transparency in algorithmic processes further 
violates the moral duty to provide users with the information necessary to make 
informed decisions about their interactions with digital platforms. This lack of 
accountability disrespects individual rights and erodes public trust in digital media, 
highlighting the ethical shortcomings of biased algorithms (Coeckelbergh, 2019). From 
the perspective of virtue ethics, algorithmic bias reflects a failure to cultivate virtues 
such as fairness, integrity, and empathy in the design and deployment of digital media 
technologies. Virtue ethics emphasises the importance of moral character and the 
intention behind actions, suggesting that developers and platform operators are 
responsible for considering the broader social impacts of their technologies. Biased 
algorithms that perpetuate harmful stereotypes or prioritise profit over the public good 
indicate a lack of ethical reflection and a failure to prioritise virtuous action in 
technological design (Sison & Ferrero, 2015). 

Addressing algorithmic bias in digital media requires a multifaceted approach that 
includes technical, organisational, and policy interventions. On the technical side, 
fairness-aware algorithms and bias mitigation techniques can help reduce the impact 
of biased data and design choices. These approaches involve developing algorithms 
explicitly designed to detect and correct biases, ensuring that outputs are more 
representative and equitable (Mehrabi et al., 2021). For instance, techniques such as 
re-weighting training data, incorporating fairness constraints into optimisation 
processes, and using diverse training sets can help create algorithms that better 
reflect a wide range of perspectives. Organisational changes, such as fostering 
diversity among algorithm designers and decision-makers, can also play a critical role 
in mitigating bias. A more diverse workforce can bring varied perspectives and 
experiences to the table, helping identify and address biases that might be overlooked. 
Additionally, creating ethical oversight bodies within organisations can provide a 
structured approach to evaluating the social impacts of algorithmic decisions and 
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ensuring that ethical considerations are integrated into the design process. Policy 
interventions are also essential in addressing the broader implications of algorithmic 
bias. Regulatory frameworks that enforce transparency, accountability, and fairness 
can help ensure digital platforms uphold ethical standards in their algorithmic 
practices. For example, regulations that require platforms to disclose how their 
algorithms operate and to conduct regular audits for bias can provide greater oversight 
and encourage more responsible algorithmic design (European Commission, 2020). 
Such measures align with the ethical imperative to protect users’ rights and to promote 
a digital environment that supports equity and inclusivity. Algorithmic bias in digital 
media presents significant ethical challenges that require a comprehensive and 
collaborative approach. By integrating technical solutions, organisational strategies, 
and regulatory measures, stakeholders can work towards creating digital media 
algorithms that not only optimise engagement but also uphold ethical standards of 
fairness, transparency, and respect for all users. This approach mitigates the negative 
impacts of bias and promotes a more inclusive and just digital media landscape that 
better serves the needs of diverse societies. 

 

Moral Responsibility in the Age of Algorithms 

Moral responsibility in the age of algorithms has become increasingly complex as 
digital media platforms rely more on automated decision-making systems. These 
algorithms significantly shape the content users see, influencing public opinion and 
individual choices, but the assignment of moral responsibility within these systems is 
far from straightforward. In traditional contexts, responsibility could be attributed to 
human agents whose actions directly led to specific outcomes. However, this clarity is 
lost in algorithmic decision-making, as decisions are made by automated processes 
based on complex and often opaque logic. This creates what has been termed the 
"many hands" problem, where responsibility is diffused across multiple actors, 
including the developers who design the algorithms, the platform operators who 
deploy them, and even the users who interact with them (Matthias, 2004, pp. 175–83). 
As a result, accountability becomes ambiguous, and no single actor may feel fully 
responsible for the outcomes produced by these systems. Developers and platform 
operators bear significant moral responsibility as they are the architects and 
custodians of these algorithms. From a deontological perspective, they must ensure 
that their algorithms adhere to ethical principles such as fairness, transparency, and 
respect for user autonomy. However, the proprietary nature of many algorithms, 
combined with commercial pressures to maximise engagement and profitability, often 
complicates this duty. This commercial imperative can overshadow ethical 
considerations, leading to design choices prioritising engagement metrics over ethical 
outcomes, resulting in harmful or biased outputs (Pasquale, 2015). The challenge is 
compounded by the fact that many algorithms are designed to function as "black 
boxes," with decision-making processes that are not easily interpretable even to their 
creators. This opacity undermines the ability of users and regulators to scrutinise and 
challenge algorithmic decisions, further diffusing accountability and complicating 
efforts to assign responsibility when algorithms produce harmful outcomes (Burrell, 
2016). 

A critical aspect of moral responsibility in algorithmic decision-making is the concept of 
epistemic responsibility, which emphasises the obligation to ensure that affected 
parties have access to sufficient information to understand and challenge decisions. In 
the context of algorithms, this translates into the need for Explainability, the capacity of 
an algorithm to provide clear and understandable reasons for its outputs 
(Coeckelbergh, 2019). Explainability is not only a technical requirement but also a 
moral one, as it underpins the ability of individuals to make informed choices and to 
hold relevant parties accountable. However, achieving meaningful explainability in 
digital media remains a significant challenge due to the inherent complexity of 
machine learning models, particularly those based on deep learning. These models 
often operate with high levels of abstraction and complexity, making it difficult to trace 
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specific decisions back to understandable causes. This lack of transparency 
disempowers users and hampers regulatory efforts to enforce accountability, failing to 
meet epistemic responsibility's ethical imperative. Ethical accountability in digital 
media must extend beyond individual actors to encompass the broader sociotechnical 
systems in which algorithms operate. Sociotechnical systems, which integrate human 
actions with technological processes, require a collaborative approach to 
accountability that includes all stakeholders, developers, users, platform operators, 
and regulators. This approach recognises that responsibility is distributed across a 
network of actors and that ethical accountability must be shared. For example, 
developers are responsible for incorporating ethical considerations into algorithmic 
design, platform operators are tasked with implementing these systems to respect 
user rights, and regulators are charged with ensuring compliance with ethical and legal 
standards. Users, too, have a role to play by engaging critically with digital platforms 
and exercising agency in their interactions. 

Regulatory bodies play a crucial role in this ecosystem by providing frameworks that 
enforce algorithmic practices' transparency, accountability, and fairness. Regulations 
such as the General Data Protection Regulation (GDPR) and the Digital Services Act 
seek to hold platforms accountable for their algorithmic decisions, emphasising the 
protection of user rights and promoting transparency (European Commission, 2020). 
These regulations aim to create an environment where the ethical implications of 
algorithmic decision-making are systematically addressed, and accountability is clearly 
defined and maintained across the entire digital ecosystem. Such regulatory efforts 
reflect a commitment to ethical governance in digital media, ensuring that the benefits 
of algorithms are realised in ways that respect both individual rights and societal 
values. The increasing prevalence of algorithms in decision-making processes 
necessitates a redefinition of accountability reflecting modern digital environments' 
complexities. Traditional notions of accountability, which focus on direct causation and 
individual culpability, are insufficient for addressing algorithmic systems' diffuse and 
indirect impacts. Instead, a more holistic approach is needed to consider the collective 
responsibilities of all stakeholders involved in algorithm development, deployment, and 
regulation. This redefined accountability should encompass technical, legal, and moral 
dimensions, including the duty to minimise harm, promote fairness, and respect user 
autonomy. 

In rethinking accountability for algorithmic decision-making, it is essential to 
incorporate ongoing monitoring and evaluation of algorithmic performance, along with 
mechanisms for redress when systems fail to meet ethical standards. This approach 
recognises the dynamic nature of digital media, where algorithms continuously learn 
and adapt, necessitating flexible and responsive frameworks for accountability that 
can keep pace with technological change. It also underscores the importance of 
aligning algorithmic practices with broader societal values, ensuring that digital media 
platforms operate in a manner that is consistent with ethical duties and moral 
principles. Moral responsibility in the age of algorithms is a multifaceted challenge that 
requires a shared approach to accountability, enhanced explainability, and a 
redefinition of traditional notions of responsibility. By addressing these complexities, 
stakeholders can better navigate the ethical challenges of algorithmic decision-
making, fostering a more moral and transparent digital environment. This approach 
supports the development of more responsible digital media platforms and empowers 
users, contributing to a digital landscape that respects individual rights and the 
collective good. 

 

Strategies for Mitigating Ethical Challenges in Digital Media Algorithms 

As digital media platforms increasingly rely on algorithms to drive user engagement 
and personalise content, addressing the ethical challenges associated with these 
systems has become paramount. Mitigating algorithmic bias, the diffusion of moral 
responsibility, and the erosion of privacy and autonomy requires a multi-faceted 
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approach that combines technical solutions, organisational reforms, and regulatory 
interventions. One of the most effective strategies involves the development of 
fairness-aware algorithms designed to identify and correct biases in data and decision-
making processes, thereby promoting more equitable outcomes. Techniques such as 
re-weighting training data, implementing fairness constraints within algorithmic models, 
and utilising diverse datasets have proven effective in reducing the impact of biased 
data on algorithmic outputs (Mehrabi et al., 2021). For instance, re-weighting 
techniques adjust the influence of specific data points to counterbalance the 
underrepresentation of minority groups, ensuring that the algorithm’s decisions reflect 
a more inclusive and fair perspective. This approach improves the equity of digital 
media environments and aligns with deontological principles, emphasising the moral 
duty to treat all individuals with respect and fairness (Floridi et al., 2018). 

Enhancing the transparency and explainability of algorithms is another critical strategy 
in mitigating ethical challenges. The "black box" nature of many algorithms poses 
significant ethical dilemmas by obscuring the processes behind decision-making and 
limiting the ability of users and regulators to scrutinise these decisions effectively. 
Improving the interpretability of algorithms through techniques such as simplified 
models, visual explanations, and interactive tools that allow users to explore the 
factors influencing algorithmic outcomes can significantly enhance transparency 
(Rudin, 2019). Enhanced explainability not only empowers users by providing them 
with the knowledge to make informed choices but also fulfils the epistemic 
responsibility of developers and platform operators, who must ensure that their 
algorithms are understandable and accountable (Coeckelbergh, 2019). By making 
these systems more transparent, platforms can better address public concerns about 
bias and manipulation, fostering a more trustworthy digital media landscape. This 
approach supports deontological ethics, which underscore the importance of 
transparency and truthfulness in respecting individuals' rights to make informed 
decisions (Kant, 1785). 

Organisational reforms and regulatory interventions also play vital roles in mitigating 
the ethical challenges digital media algorithms pose. Within organisations, ethical 
awareness can be fostered by integrating ethical considerations into every stage of the 
algorithm development process, from design to deployment and monitoring. This can 
involve the establishment of dedicated ethics committees or teams tasked with 
overseeing algorithmic decisions and ensuring their alignment with ethical guidelines 
and societal values (Binns, 2018). Furthermore, increasing diversity within 
development teams can bring a broader range of perspectives to the table, helping to 
identify and address biases that might otherwise go unnoticed. Regulatory 
frameworks, such as the European Union’s General Data Protection Regulation 
(GDPR) and the Digital Services Act, set essential standards for transparency, 
accountability, and user rights protection in the digital space (European Commission, 
2020). These regulations compel platforms to disclose how their algorithms operate, 
give users more control over their data, and implement measures to mitigate the 
spread of harmful content. Such regulatory oversight ensures platforms adhere to 
ethical standards and encourages adopting best practices for fairness and 
transparency, aligning commercial objectives with societal values (Gorwa, 2019). 

Public education and digital literacy initiatives further complement these efforts by 
empowering users with the knowledge and skills to engage critically with digital 
content. By increasing awareness of how algorithms function, the potential biases 
involved, and the importance of data privacy, digital literacy programs enable users to 
navigate digital spaces more safely and responsibly (Schafer, 2020). Educated users 
are better positioned to recognise when algorithms may be manipulating their 
perceptions or behaviours, allowing them to make more informed decisions about their 
interactions with digital media. Moreover, fostering a more informed user base helps to 
counterbalance the power asymmetries between platforms and users, contributing to a 
more equitable digital environment. Collaboration among stakeholders, including 
developers, platform operators, regulators, and civil society organisations, is crucial in 
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establishing shared ethical standards and best practices for algorithmic governance. 
By working together, these groups can develop industry-wide ethical guidelines, create 
open-source tools for bias detection, and establish independent bodies to audit and 
evaluate algorithmic systems. These collaborative efforts are essential for addressing 
the multifaceted ethical issues associated with digital media algorithms and ensuring 
that these technologies are used to benefit society (Pasquale, 2015). 

Ongoing research into the ethical implications of algorithms and the development of 
new mitigation strategies is critical. As algorithms evolve and become more integrated 
into daily life, continuous research is necessary to keep pace with their ethical impacts 
and to innovate new solutions. Academic and industry research can provide valuable 
insights into emerging ethical challenges and help develop novel approaches to 
address them. Supporting research initiatives and encouraging cross-disciplinary 
collaboration can create a more ethical and resilient digital media ecosystem. In 
conclusion, mitigating the ethical challenges of digital media algorithms requires a 
comprehensive and collaborative approach that integrates technical, organisational, 
and regulatory strategies. By adopting fairness-aware algorithms, enhancing 
transparency, implementing organisational reforms, enforcing regulatory standards, 
and promoting public education, stakeholders can create a digital environment that 
optimises user engagement and upholds ethical standards of fairness, transparency, 
and respect for individual rights. This approach not only addresses the immediate 
ethical concerns associated with algorithmic decision-making but also promotes a 
more inclusive and just digital media landscape that serves the diverse needs of 
society. 

 

Case Studies: Ethical Implications of Algorithmic Decision-Making in Digital 
Media 

Case studies are crucial in exploring the ethical implications of algorithmic decision-
making in digital media. They offer a practical and real-world perspective, allowing us 
to understand better how theoretical frameworks and mitigation strategies are applied. 
In this section, we delve into notable case studies that vividly illustrate the impact of 
algorithmic bias, the diffusion of responsibility, and the challenges of ensuring 
transparency and accountability in digital media. These examples highlight the 
potential harms and the proactive steps being taken to address the ethical challenges 
posed by algorithms. 

One prominent case study is the controversy surrounding YouTube’s recommendation 
algorithm, which has been criticised for promoting extremist content and 
misinformation. YouTube’s algorithm, designed to maximise user engagement by 
recommending videos that keep viewers on the platform longer, has been found to 
favour sensationalist and polarising content, often leading users down rabbit holes of 
increasingly extreme material (Tufekci, 2018). Studies have shown that this algorithmic 
behaviour amplifies misinformation and contributes to the radicalisation of viewers by 
steering them towards more extreme viewpoints. For example, a report by the non-
profit organisation Mozilla found that YouTube’s recommendations frequently pushed 
users towards conspiracy theories, regardless of their initial search queries (Mozilla, 
2021). From a utilitarian perspective, this outcome suggests a failure to achieve the 
greatest good, as the algorithm’s focus on engagement undermines the well-being of 
users and society by spreading harmful content. Furthermore, the lack of transparency 
in how YouTube’s algorithm operates complicates efforts to hold the platform 
accountable, as users and regulators are often left in the dark about the specific 
mechanisms driving these recommendations (Zuboff, 2019). 

Another illustrative case is using facial recognition technology by social media 
platforms and law enforcement agencies, which has raised significant ethical concerns 
about privacy, bias, and accountability. Facial recognition algorithms are often trained 
on datasets not representative of the broader population, leading to higher error rates 
for specific demographic groups, particularly women and people of colour (Buolamwini 
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& Gebru, 2018). This bias has real-world consequences, as it can result in 
misidentifications that disproportionately impact marginalised communities. For 
instance, wrongful arrests based on faulty facial recognition matches have highlighted 
the dangers of deploying biased algorithms in high-stakes contexts (Garvie, 2019). 
From a deontological standpoint, these outcomes violate the ethical duty to treat all 
individuals fairly and with respect, as the technology’s biased errors effectively 
discriminate against vulnerable groups. Moreover, deploying such technologies often 
occurs without adequate public oversight or consent, raising further ethical concerns 
about the erosion of privacy and autonomy (Solove, 2006). 

A third case study involves Facebook’s role in the spread of hate speech and 
incitement to violence, particularly in regions with ongoing conflicts or political 
instability. In Myanmar, for example, Facebook’s algorithms played a significant role in 
amplifying hate speech against the Rohingya Muslim minority, contributing to real-
world violence and human rights abuses (Stecklow, 2018). The platform’s reliance on 
engagement metrics led to the prioritisation of divisive content that stoked ethnic 
tensions, illustrating how algorithmic decisions can have dire consequences in volatile 
contexts. From a virtue ethics perspective, the failure to moderate harmful content 
reflects a lack of ethical foresight and a disregard for the moral virtues of prudence and 
empathy. Despite Facebook’s eventual acknowledgement of its role in the crisis, the 
delayed response and insufficient measures to curb the spread of hate speech point to 
broader accountability and moral responsibility issues in digital media governance 
(Mozur, 2018). 

These case studies underscore the complex ethical landscape of algorithmic decision-
making in digital media, highlighting the need for robust strategies to address the 
multifaceted challenges posed by these technologies. They illustrate how biases 
embedded within algorithms can perpetuate social injustices, how the lack of 
transparency and accountability can exacerbate harm, and how prioritising 
engagement metrics can undermine the integrity of public discourse. In response to 
these challenges, digital platforms must implement the mitigation strategies discussed 
earlier, including fairness-aware algorithms, enhanced transparency, organisational 
reforms, and regulatory oversight. Moreover, ongoing research, cross-sector 
collaboration, and public engagement are essential to developing a more ethical and 
inclusive digital media environment that respects the rights and well-being of all users. 
Case studies such as YouTube’s recommendation algorithm, facial recognition 
technology, and Facebook’s role in spreading hate speech provide concrete examples 
of the ethical challenges associated with algorithmic decision-making in digital media. 
These examples highlight the need for comprehensive and proactive approaches to 
ensure that digital media algorithms are developed and deployed in ways that align 
with ethical standards of fairness, transparency, and accountability. By learning from 
these cases, stakeholders can better navigate the moral complexities of digital media 
and work towards a future where algorithms contribute positively to society. 

 

Policy Recommendations for Ethical Algorithmic Governance in Digital Media 

Given the pervasive influence of algorithms in shaping digital media experiences and 
the significant ethical challenges they pose, developing robust policy frameworks is 
crucial for ensuring that these technologies align with societal values. This section 
outlines key policy recommendations to promote ethical algorithmic governance in 
digital media. These recommendations draw from the theoretical insights and case 
studies discussed earlier, focusing on enhancing transparency, accountability, 
fairness, and user empowerment. By implementing these policies, stakeholders can 
work towards creating a digital environment that respects individual rights, promotes 
equitable outcomes, and mitigates the negative externalities of algorithmic decision-
making (Floridi et al., 2018). 

One of the primary policy recommendations is the implementation of stricter 
transparency requirements for digital platforms that use algorithms to curate content 
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and make recommendations. Transparency is fundamental to accountability, allowing 
users, researchers, and regulators to scrutinise algorithmic processes and understand 
how decisions are made (Pasquale, 2015). Policies should mandate that platforms 
provide clear and accessible information about the criteria and data used in their 
algorithms and the specific goals these algorithms are designed to achieve. For 
instance, platforms could be required to disclose how they balance engagement, 
accuracy, and diversity in their content recommendations (Rader et al., 2018). 
Additionally, transparency reports that detail the impacts of algorithms on user 
experiences, such as the prevalence of misinformation or biased outcomes, should be 
regularly published and made available to the public (European Commission, 2020). 
These measures would enhance public trust in digital platforms and provide essential 
data for ongoing research and policy development to improve algorithmic fairness and 
accountability (Diakopoulos, 2016). 

Another key recommendation is the establishment of independent oversight bodies 
tasked with auditing algorithms for ethical compliance. These bodies should be able to 
conduct regular assessments of algorithms used by major digital platforms, evaluating 
them against established ethical standards, such as fairness, non-discrimination, and 
respect for user autonomy (Gorwa, 2019). Independent audits can help identify biases, 
unintended consequences, and areas where algorithms may not be aligned with 
ethical or legal expectations (Raji et al., 2020). In addition to technical audits, these 
oversight bodies should engage with diverse stakeholders, including civil society 
organisations, to incorporate various perspectives into their evaluations. This 
approach ensures that industry interests do not solely drive algorithmic governance 
but reflect broader societal concerns, including those of marginalised communities 
who may be disproportionately affected by algorithmic biases (Noble, 2018). By 
holding platforms accountable through independent oversight, policymakers can help 
ensure that digital media algorithms operate in ways consistent with public values and 
ethical norms (Whittaker et al., 2018). 

Another crucial policy recommendation is empowering users with greater control over 
their algorithmic interactions. Digital platforms should be required to provide users with 
options to customise their algorithmic experiences, such as choosing the types of 
content they wish to see or opting out of personalised recommendations altogether 
(Eslami et al., 2019). This aligns with deontological principles emphasising respect for 
individual autonomy and informed consent. Policies should also promote digital 
literacy initiatives that educate users about how algorithms work, the potential biases 
they may encounter, and how to engage with digital content (Schafer, 2020) critically. 
By enhancing users’ understanding of algorithmic processes, digital literacy programs 
can empower individuals to make more informed decisions about their interactions 
with digital media, thereby reducing the asymmetry of power between platforms and 
users (Gran et al., 2020). In addition, platforms could be encouraged to develop user-
friendly tools that explain how specific recommendations are generated, allowing users 
to understand and influence the factors driving their algorithmic experiences 
(Poursabzi-Sangdeh et al., 2021). 

To further address the ethical challenges of algorithmic decision-making, policies 
should also promote adopting ethical design principles in the development of 
algorithms. This includes integrating fairness-aware design techniques, conducting 
impact assessments to evaluate potential biases, and involving ethicists and diverse 
user groups in the design process (Binns, 2018). Ethical design principles can guide 
developers to consider the broader implications of their algorithms beyond just 
technical performance or commercial outcomes. For example, implementing fairness-
aware algorithms that correct for biased data and provide balanced recommendations 
can help reduce the amplification of harmful content and promote a more inclusive 
digital media environment (Mehrabi et al., 2021). Policymakers can support these 
efforts by establishing guidelines and best practices for ethical algorithm design, as 
well as by providing funding and resources for research into new methods of bias 
detection and mitigation (Mitchell et al., 2019). 
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Fostering international cooperation and harmonisation of standards is essential for 
addressing digital media's global nature and algorithms' cross-border impact. As digital 
platforms operate across multiple jurisdictions, inconsistencies in national regulations 
can create challenges for effective algorithmic governance (Floridi et al., 2018). 
International cooperation can help establish common ethical standards and regulatory 
frameworks that apply universally, ensuring that platforms are held to the same 
standards regardless of where they operate (Binns et al., 2018). Organisations such 
as the European Union, the United Nations, and other international bodies can lead in 
coordinating these efforts, facilitating dialogue among countries, and promoting the 
adoption of shared principles for ethical algorithmic governance (European 
Commission, 2020). By working together, countries can create a more cohesive 
approach to regulating digital media algorithms, protecting users worldwide from the 
adverse effects of biased or unethical algorithmic practices. The ethical challenges of 
algorithmic decision-making in digital media necessitate comprehensive policy 
interventions prioritising transparency, accountability, user empowerment, and 
fairness. By implementing stricter transparency requirements, establishing 
independent oversight bodies, empowering users, promoting ethical design principles, 
and fostering international cooperation, policymakers can create a robust framework 
for ethical algorithmic governance. These recommendations aim to ensure that digital 
media algorithms contribute positively to society, respecting individual rights and 
promoting equitable outcomes while minimising the risks associated with biased or 
opaque algorithmic processes. Through collaborative efforts and proactive policy-
making, stakeholders can work towards a digital media landscape that aligns with 
ethical standards and serves the diverse needs of all users (Diakopoulos, 2016; 
Noble, 2018; Gorwa, 2019). 

 

Conclusion 

The growing influence of algorithms in digital media has transformed the landscape of 
information dissemination, user engagement, and public discourse. However, this 
transformation is accompanied by significant ethical challenges, particularly 
concerning algorithmic bias, the diffusion of moral responsibility, and the erosion of 
privacy and autonomy. This paper has critically examined the ethical implications of 
digital media algorithms through various theoretical frameworks, including 
utilitarianism, deontology, and virtue ethics, offering a comprehensive understanding 
of how these technologies impact ethical decision-making. The paper has proposed 
multiple strategies to address these challenges, including developing fairness-aware 
algorithms, enhancing transparency and accountability, and implementing robust 
policy frameworks. These measures aim to ensure that digital media algorithms 
operate in ways that respect individual rights, promote equity, and contribute positively 
to society. 

The key findings of this paper highlight that algorithmic biases are not merely technical 
flaws but are reflective of more profound societal inequalities. Algorithms trained on 
biased data or shaped by commercial incentives that prioritise engagement can 
perpetuate harmful stereotypes, amplify misinformation, and marginalise 
underrepresented groups. This underscores the need for fairness-aware algorithms 
and ethical design principles prioritising inclusivity and accountability. Furthermore, the 
opacity of algorithmic processes presents significant challenges for transparency and 
accountability, as users and regulators often lack the information necessary to 
understand or challenge algorithmic decisions. Enhancing explainability and 
establishing independent oversight bodies are critical to addressing these 
transparency gaps. Additionally, the paper finds that moral responsibility within 
algorithmic systems is diffuse, necessitating a rethinking of accountability frameworks 
to accommodate the complex interplay of human and technological actors involved in 
digital media governance. 
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This paper contributes to the growing literature on digital media ethics by providing a 
multi-disciplinary analysis of algorithmic decision-making through established ethical 
theories. By bridging philosophical perspectives with practical case studies and policy 
recommendations, the paper offers a holistic approach to understanding and 
addressing the moral challenges of digital media algorithms. It highlights the 
importance of integrating ethical considerations into algorithm design and governance, 
advocating for a balanced approach that considers individual rights and societal 
impacts. The paper’s policy recommendations provide actionable insights for 
regulators, developers, and platform operators, emphasising the need for collaborative 
efforts to create a more ethical and accountable digital media ecosystem. Moreover, 
by examining the diffusion of moral responsibility, the paper contributes to the 
discourse on how accountability can be redefined in complex sociotechnical systems. 

While this paper provides a comprehensive overview of the ethical challenges 
associated with digital media algorithms, it is not without limitations. The analysis is 
primarily theoretical and relies on existing literature and case studies, which may not 
capture the full diversity of algorithmic practices across different platforms and cultural 
contexts. Additionally, the rapidly evolving nature of digital media technologies means 
that the ethical issues identified in this paper may change as new technologies and 
regulatory frameworks emerge. While broadly applicable, the policy recommendations 
may need to be tailored to specific legal and cultural contexts to be fully effective. 
Furthermore, the paper does not extensively explore the technical aspects of 
implementing fairness-aware algorithms, which could be a focus for future research. 
Finally, while the paper advocates for independent oversight and transparency, it does 
not delve deeply into the practical challenges of establishing and maintaining 
frameworks, such as resource constraints, political will, and industry resistance. This 
paper underscores the urgent need for ethical governance of digital media algorithms 
and provides a roadmap for navigating the complex moral landscape of algorithmic 
decision-making. By integrating theoretical insights with practical recommendations, 
the paper aims to foster a more responsible and inclusive digital media environment 
that respects the diverse needs of all users. Future research and policy development 
should continue to build on these foundations, addressing the evolving challenges of 
digital media algorithms to ensure that these technologies contribute to a just and 
equitable society. 

 
 

References 

Bail, C. A., Argyle, L. P., Brown, T. W., Bumpus, J. P., Chen, H., Hunzaker, M. B. F., ... & 
Volfovsky, A. (2018). Exposure to opposing views on social media can increase 
political polarisation. Proceedings of the National Academy of Sciences, 115(37), 
9216–9221. https://doi.org/10.1073/pnas.1804840115 

Binns, R. (2018). Fairness in machine learning: Lessons from political philosophy. 
Proceedings of the 2018 Conference on Fairness, Accountability, and Transparency, 
pp. 149–159. https://doi.org/10.1145/3287560.3287583 

Binns, R., Veale, M., Van Kleek, M., & Shadbolt, N. (2018). ‘It is reducing a human being to a 
percentage’: Perceptions of justice in algorithmic decisions. Proceedings of the 2018 
CHI Conference on Human Factors in Computing Systems, pp. 1–14. 
https://doi.org/10.1145/3173574.3173951 

Buolamwini, J., & Gebru, T. (2018). Gender shades: Intersectional accuracy disparities in 
commercial gender classification. Proceedings of the 1st Conference on Fairness, 
Accountability and Transparency, 77-91. 

Burrell, J. (2016). How the machine ‘thinks’: Understanding opacity in machine learning 
algorithms. Big Data & Society, 3(1), 1–12. https://doi.org/10.1177/2053951715622512 



Emmanuel C. ILO 71 

Cinelli, M., Quattrociocchi, W., Galeazzi, A., Valensise, C. M., Brugnoli, E., Schmidt, A. L., ... 
& Scala, A. (2020). The COVID-19 social media infodemic. Scientific Reports, 10(1), 1-
10. https://doi.org/10.1038/s41598-020-73510-5 

Coeckelbergh, M. (2019). The moral standing of machines: Towards a relational and non‐
Cartesian moral hermeneutics. Philosophy & Technology, 32(3), 459-477. 
https://doi.org/10.1007/s13347-019-00335-0 

Covington, P., Adams, J., & Sargin, E. (2016). Deep neural networks for YouTube 
recommendations. Proceedings of the 10th ACM Conference on Recommender 
Systems, pp. 191–198. https://doi.org/10.1145/2959100.2959190 

Diakopoulos, N. (2016). Accountability in algorithmic decision making. Communications of the 
ACM, 59(2), 56-62. https://doi.org/10.1145/2844110 

Eslami, M., Rickman, A., Vaccaro, K., Aleyasen, A., Vuong, A., Karahalios, K., Hamilton, K., 
& Sandvig, C. (2019). "I always assumed that I was not really that close to [her]": 
Reasoning about invisible algorithms in news feeds. Proceedings of the 33rd Annual 
ACM Conference on Human Factors in Computing Systems, pp. 153–162. 
https://doi.org/10.1145/3290605.3300702 

European Commission. (2016). General Data Protection Regulation (GDPR). Official Journal 
of the European Union. https://eur-lex.europa.eu/eli/reg/2016/679/oj 

European Commission. (2020). Digital Services Act: Ensuring a safe and accountable online 
environment. European Commission. https://digital-
strategy.ec.europa.eu/en/policies/digital-services-act-package 

Floridi, L., Cowls, J., Beltrametti, M., Chatila, R., Chazerand, P., Dignum, V., ... & Vayena, E. 
(2018). AI4People—An ethical framework for a good AI society: Opportunities, risks, 
principles, and recommendations. Minds and Machines, 28(4), 689-707. 
https://doi.org/10.1007/s11023-018-9482-5 

Garvie, C. (2019). Garbage in, garbage out Face recognition on flawed data: Georgetown 
Law, Center on Privacy & Technology. 

Gorwa, R. (2019). The platform governance triangle: Conceptualizing the informal regulation 
of online content. Policy & Internet, 11(1), 100–121. https://doi.org/10.1002/poi3.195 

Gran, A. B., Booth, P., & Bucher, T. (2020). To be or not to be algorithm aware: A question of 
a new digital divide? Information, Communication & Society, 24(12), 1779-1796. 
https://doi.org/10.1080/1369118X.2020.1736124 

Harris, T. (2016). How technology hijacks people’s minds—from a magician and Google’s 
design ethicist. Medium. https://medium.com/thrive-global/how-technology-hijacks-
peoples-minds-from-a-magician-and-google-s-design-ethicist-56d62ef5edf3 

Kant, I. (1785). Groundwork of the Metaphysics of Morals. Cambridge University Press. 

Latour, B. (2005). Reassembling the social: An introduction to actor-network-theory. Oxford 
University Press. 

Matthias, A. (2004). The responsibility gap: Ascribing responsibility for the actions of learning 
automata. Ethics and Information Technology, 6(3), 175–183. 
https://doi.org/10.1007/s10676-004-3422-1 

Mehrabi, N., Morstatter, F., Saxena, N., Lerman, K., & Galstyan, A. (2021). A survey on bias 
and fairness in machine learning. ACM Computing Surveys, 54(6), 1-35. 
https://doi.org/10.1145/3457607 

Mitchell, M., Wu, S., Zaldivar, A., Barnes, P., Vasserman, L., Hutchinson, B., ... & Gebru, T. 
(2019). Model cards for model reporting. Proceedings of the Conference on Fairness, 
Accountability, and Transparency, 220–229. https://doi.org/10.1145/3287560.3287596 



The Abuja Communicator, Vol. 4 No. 2 (2024)                 72 

Mozilla. (2021). YouTube Regrets: How the platform drives people to misinformation. Mozilla 
Foundation. https://foundation.mozilla.org/en/campaigns/youtube-regrets/ 

Mozur, P. (2018). A genocide was incited on Facebook, with posts from Myanmar’s military. 
The New York Times. https://www.nytimes.com/2018/10/15/technology/myanmar--
facebook-genocide.html 

Noble, S. U. (2018). Algorithms of oppression: How search engines reinforce racism. NYU 
Press. 

O’Neil, C. (2016). Weapons of math destruction: How big data increases inequality and 
threatens democracy. Crown Publishing Group. 

Pariser, E. (2011). The filter bubble: What the Internet is hiding from you. Penguin Press. 

Pasquale, F. (2015). The black box society: The secret algorithms that control money and 
information. Harvard University Press. 

Poursabzi-Sangdeh, F., Goldstein, D. G., Hofman, J. M., Vaughan, J. W., & Wallach, H. 
(2021). Manipulating and measuring model interpretability. Proceedings of the 2021 
ACM Conference on Fairness, Accountability, and Transparency, 694-707. 
https://doi.org/10.1145/3442188.3445913 

Rader, E., Cotter, K., & Cho, J. (2018). Explanations as mechanisms for supporting 
algorithmic transparency. Proceedings of the 2018 CHI Conference on Human Factors 
in Computing Systems, 1-13. https://doi.org/10.1145/3173574.3173677 

Raji, I. D., Bandy, J., Heilweil, R., & Gebru, T. (2020). About face: A survey of facial 
recognition evaluation. arXiv preprint. https://arxiv.org/abs/2001.09485 

Rudin, C. (2019). Stop explaining black-box machine learning models for high-stakes 
decisions and use interpretable models instead. Nature Machine Intelligence, 1(5), 
206–215. https://doi.org/10.1038/s42256-019-0048-x 

Schafer, M. T. (2020). Digital literacy: What everyone needs to know. Oxford University 
Press. 

Sison, A. J. G., & Ferrero, I. (2015). How different is neo-Aristotelian virtue from positive 
organisational virtuousness? Business Ethics: A European Review, 24(S2), S78-S98. 
https://doi.org/10.1111/beer.12100 

Solove, D. J. (2006). A taxonomy of privacy. University of Pennsylvania Law Review, 154(3), 
477-560. https://doi.org/10.2307/40041279 

Stecklow, S. (2018). Why Facebook is losing the war on hate speech in Myanmar. Reuters. 
https://www.reuters.com/investigates/special-report/myanmar-facebook-hate/ 

Sunstein, C. R. (2018). Republic: Divided democracy in the age of social media. Princeton 
University Press. 

Tufekci, Z. (2018). YouTube, the great radicaliser. The New York Times. 
https://www.nytimes.com/2018/03/10/opinion/sunday/youtube-politics-radical.html 

Vosoughi, S., Roy, D., & Aral, S. (2018). The spread of true and false news online. Science, 
359(6380), 1146–1151. https://doi.org/10.1126/science.aap9559 

Whittaker, M., Crawford, K., Dobbe, R., Fried, G., Kaziunas, E., Mathur, V., ... & West, S. M. 
(2018). AI Now Report 2018. AI Now Institute. 
https://ainowinstitute.org/AI_Now_2018_Report.pdf 

Zuboff, S. (2019). The age of surveillance capitalism: The fight for a human future at the new 
frontier of power. PublicAffairs. 

 


